
Ma 3b Practical – Recitation 6

February 20, 2025

Recall definitions of likelihood function and maximal likelihood estimation. Also
introduce the log-likelihood function and show why it’s important (when doing deriva-
tive it’s easy for calculation).

Exercise 1. (Discrete MLE)
Suppose one wishes to determine just how biased an unfair coin is. Call the prob-

ability of tossing a ’head’ p.
Suppose the outcome is 49 heads and 31 tails, and suppose the coin was taken

from a box containing three coins: one which gives heads with probability p = 1/3,
one which gives heads with probability p = 1/2 and another which gives heads with
probability p = 2/3. The coins have lost their labels, so which one it was is unknown.
What is the maximum likelihood estimator for p?

Exercise 2. (Continuous MLE)
If X1,X2, . . . ,Xn are i.i.d. N

(
µ,σ2

)
, find the maximum likelihood estimator for µ

and σ.

Remark: Bernoulli, Normal, Poisson samples all satisfy that the MLE is the sample mean,
but it’s not true for all distributions. We will see a counterexample.

Exercise 3. (Discret MLE)
Let X1, . . . ,Xn be i.i.d. random variables with the probability density function

f(x | θ), where if θ = 0, then

f(x | θ) =

{
1 if 0 < x < 1
0 otherwise ,

while if θ = 1, then

f(x | θ) =

{
1

2
√
x

if 0 < x < 1
0 otherwise

Find the MLE of θ.

Exercise 4. (An Example of Non-Expotential Family)

1



The Cauchy distribution is the probability distribution with the following proba-
bility density function (PDF)

f (x; x0,γ) =
1

πγ

[
1 +

(
x−x0
γ

)2
] =

1
π

[
γ

(x− x0)
2 + γ2

]

Equivalently, we could use cumulative distribution function to describe it by

F (x; x0,γ) =
1
π

arctan
(
x− x0

γ

)
+

1
2

Still we have a size n samples X1, · · · ,Xn i.i.d. with PDF f(x; x0,γ). Use log-
maximal likelihood function estimation to give a system of parameter x0,γ. Prove that
Cauchy distribution doesn’t lie in the exponential family, i.e., x̂0 ̸= x1+···+xn

n in general.

Exercise 5. (Mean square error and Bias)
Still consider X1,X2, . . . ,Xn are i.i.d. N

(
µ,σ2

)
.

1. To estimate θ = µ, we consider the estimator θ̂ = X̄ = 1
n

∑n
i=1 (Xi) . Is it biased?

What is the MSE of this estimator?

2. To estimate σ2, we consider consider S2
n−1 = 1

n−1
∑n

i=1
(
Xi − X̄

)2. Is it biased?

Remark on MSE: If the true value of the quantity being measured is denoted by x0, the mea-
surement, X, is modeled as

X = x0 +β+ ε

where β is the constant, or systematic, error and ε is the random component of the error; ε
is a random variable with E(ε) = 0 and Var(ε) = σ2. We then have E(X) = x0 + β and
Var(X) = σ2. Here β is often called the bias of the measurement procedure.

Remark: one can show that MSE = σ2 +β2 by considering variance of the variable X− x0.
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Solution. Exercise 1

P

[
H = 49

∣∣∣∣p =
1
3

]
=

(
80
49

)(
1
3

)49(
1 −

1
3

)31

≈ 0.000

P

[
H = 49

∣∣∣∣p =
1
2

]
=

(
80
49

)(
1
2

)49(
1 −

1
2

)31

≈ 0.012

P

[
H = 49

∣∣∣∣p =
2
3

]
=

(
80
49

)(
2
3

)49(
1 −

2
3

)31

≈ 0.054

The likelihood is maximized when p = 2
3 , and so this is the maximum likelihood

estimate for p.

Solution. Exercise 2
Their joint density is the product of their marginal densities:

f (x1, x2, . . . , xn | µ,σ) =
n∏

i=1

1
σ
√

2π
exp

(
−

1
2

[
xi − µ

σ

]2
)

Regarded as a function of µ and σ, this is the likelihood function. The log likelihood
is thus

l(µ,σ) = −n logσ−
n

2
log 2π−

1
2σ2

n∑
i=1

(Xi − µ)2

The partials with respect to µ and σ are

∂l

∂µ
=

1
σ2

n∑
i=1

(Xi − µ)

∂l

∂σ
= −

n

σ
+ σ−3

n∑
i=1

(Xi − µ)2

Setting the first partial equal to zero and solving for the mle, we obtain

µ̂ = X̄

Setting the second partial equal to zero and substituting the mle for µ, we find that
the MLE for σ is

σ̂ =

√√√√ 1
n

n∑
i=1

(
Xi − X̄

)2

Solution. Exercise 3
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We started with the calculation of likelihood function

l(x1, · · · , xn|θ) =
n∏

i=1

f(xi|θ) =


1 if 0 < xi < 1,∀i & θ = 0
1

2n
n∏

i=1

√
xi

if 0 < xi < 1,∀i & θ = 1

0 otherwise

,

Then we get the MLE of θ to be 0 if 0 < xi < 1 for all i and 1 ⩾ 1

2n
n∏

i=1

√
xi

,

equivalently,
n∏

i=1
xi ⩾ 4−n. Conversely, the MLF of θ would be 1 if 0 < xi < 1 for

all i and
n∏

i=1
xi ⩽ 4−n. For other parts, the likelihood function would always be zero

and MLF would be meaningless (when you choose θ to be 0 or 1 you get the same
likelihood function).

Solution. Exericse 4
Now we consider the likelihood function to be

l(x1, · · · , xn|x0,γ) =
γn

πn

n∏
i=1

1
(xi − x0)2 + γ2 .

Then it’s easy to get the log-likelihood function l̂ = nlog(γ) − nlog(π) −
n∑

i=1
log(γ2 +

(xi − x0)
2) = −nlog(γπ) −

n∑
i=1

log
(

1 +
(
xi−x0

γ

)2
)

. By taking the derivative of γ and

x0, we get the estimation system

dl̂

dx0
=

n∑
i=1

2 (xi − x0)

γ2 + (xi − x0)
2 = 0

dl̂

dγ
=

n∑
i=1

2 (xi − x0)
2

γ
(
γ2 + (xi − x0)

2
) −

n

γ
= 0

Generally, we choose x1 = · · · = xn−1 = 0 and xn = 1, then if the MLF of x̂0 is 1/n, we
have from the first equation

2 ∗ (−n− 1
n

)
1

γ2 + 1
n2

+ 2 ∗ (n− 1
n

) +
1

γ2 +
(n−1)2

n2

= 0,

which leads to contradiction if n ⩾ 3. Thus, Cauchy distribution doesn’t lie in the
expotential family.

Solution. Exercise 5
For iid normal distribution
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• To estimate µ, the estimator has E = µ so it’s not biased.

MSE(X̄) = E
(
(X̄− µ)2) = ( σ√

n

)2

• To estimate σ2,

1. First we see an alternative formula

S2
n =

1
n− 1

(
n∑

i=1

X2
i −nX̄2

n

)

Proof.

S2
n =

1
n− 1

n∑
i=1

(
Xi − X̄n

)2
=

1
n− 1

{
n∑

i=1

X2
i − 2X̄n

n∑
i=1

Xi +nX̄2
n

}

=
1

n− 1

{
n∑

i=1

X2
i − 2X̄n ·nX̄n +nX̄2

n

}

=
1

n− 1

(
n∑

i=1

X2
i −nX̄2

n

)
.

Then we can compute the expectation of this estimator and find that it’s not
biased.

E
[
S2
n

]
=

1
n− 1

{
n∑

i=1

E
[
X2
i

]
−nE

[
X̄2
n

]}

=
1

n− 1

{
n∑

i=1

(
Var (Xi) + (E [Xi])

2
)
−n

(
Var

(
X̄n

)
+
(
E
[
X̄n

])2
)}

=
1

n− 1

{
n∑

i=1

(
σ2 + µ2)−n

(
σ2

n
+ µ2

)}

=
1

n− 1
{
(n− 1)σ2}

= σ2

One can also compute MSE : if X1, · · · ,Xn come from a normal distribution with
variance σ2, then the sample variance S2 is defined as

S2 =

∑n
i=1
(
Xi − X̄

)2

n− 1
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It can be shown that (n−1)S2

σ2 ∼ χ2
n−1. From the properties of χ2 distribution, we

have

E

[
(n− 1)S2

σ2

]
= n− 1 ⇒ E

(
S2) = σ2

and

Var
[
(n− 1)S2

σ2

]
= 2(n− 1) ⇒ Var

(
S2) = 2σ4

n− 1

remark: we only used here these variables are iid, with same expectation and variance, then
this estimator is always unbiased.
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